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Abstract—This paper presents a direct model predictive control - drawbacks, such as variable switching frequency and spread
(MPC) method for drive systems with superior steady-state ad  harmonic spectra with increased harmonic energy, especial
dynamic performance. Speci cally, the discussed MPC algathm  \yhan poorly designed [4]. When electric drives are of irggre

achieves a steady-state behavior that is similar or betterhan hh . t distorti lead 10 | ad |
that of a linear controller with a dedicated modulator, and fast SUCN harmonic current distortions can lead to Increaset Iro

transient responses that characterize direct controllersMoreover, and copper losses [5].
it ensures a xed switching frequency by allowing for one swich- Considering the above-mentioned drawbacks of FCS-MPC,

ing transition per phase and sampling interval. Furthermore, some methods have been presented that aim to address
the controller utilizes the stator current gradient to predict the them. For example, a frequency-weighted MPC scheme was

evolution of the drive system within the prediction horizon din 16 h band-st It included i
To nd the optimal switching time instants—and thus ensure proposed in [6], where a band-stop lter was included in

favorable performance—the control and modulation problems the controller so that the underlying optimization problem
are formulated in one computational stage as a constrained accounted for the current spectral properties. Howevem ev
quadratic program (QP). To solve the latter within a few though the current harmonic spectra can be shaped to some
microseconds, a computationally ef cient QP solver based o extent, the switching frequency cannot be made constant.

a gradient method is proposed that enables the real-time imp- ) . .
mentation of the presented algorithm. To further alleviate the In [7] and [8], direct MPC schemes were combined with a

computational demands of the proposed method, a mechanism Separate modulator to ensure a constant converter swgtchin
that can identify suboptimal switching sequences at the vgrearly ~ frequency. By doing so, however, the inherent fast dynamics
stages of the optimization process is proposed. The effeatness of  of direct control schemes are compromised due to the presenc
the proposed control scheme is experimentally veri ed on 8kW ot 5 modulator. Other works, such as [9]-[17], propose direc
drive system consisting of a two-level inverter and an indution - . . - : .
machine. MPC algorithms with an implicit modulator, i.e., the switch
position is not limited to change only at the discrete time
instants—as with conventional FCS-MPC—but it can change
at any time instant within the sampling interval. Such MPC
schemes compute not only the optimal switch positions, but
also the associated time instants within the sampling vater
. INTRODUCTION they have to be applied to the converter, such that the pple
INITE control set model predictive control (FCS-MPC)of the controlled variables, e.g., stator current, elenaignetic
is a control method for power electronics that has gainedrque, stator ux magnitude, etc., are reduced. However,
popularity in the last decade [1], [2]. A direct control $&gy, methods such as [11]-[14], [16]-[18] do not guarantee dloba
FCS-MPC exploits the discrete nature of power converters bgtimality, whereas the algorithms in [10], [15] do not ersu
considering the control inputs from a nite set for which thea xed switching frequency. Moreover, it is worth mentiogin
future behavior of the power electronic system is predicted that the techniques in [9], [12], [14], [17], [18], while o-
compute the optimal control input, i.e., the converter slwit ing the converter at a constant switching frequency, preduc
position, that results in the most desirable system behaaso nondiscrete harmonic spectra due to the fact that the cardput
quanti ed by a performance criterion (or criteria), the jputt switching patterns are not repetitive.
reference tracking and modulation problems are formulatedAn alternative approach to tackle both problems of variable
in one computational stage [3]. This control scheme cawitching frequency and nondiscrete harmonic spectrarectli
achieve fast transient responses, but also suffers froeralevMPC schemes is to use the so-called pre-computed switch-

. . _ ing sequences [19]-[22]. These control schemes compute
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do not always guarantee optimality or symmetrical switghin
sequences, and thus discrete harmonic spectra. Moreov%C
although [23] imposes constraints on the applications gjme 2

it is limited to simple single-output systems, such as dc-dc
converters.

Motivated by the shortcomings of the aforementioned MPC
algorithms and the associated challenges, [24] presentiéd a ‘%(
rect MPC method with a xed switching frequency for variable
speed drive systems. This control technique manages to both
minimize the stator current distortions and operate theedri ~ Fig- 1: Two-level three-phase voltage source inverteriaghan IM.
at the desired (constant) switching frequency. The forraer i
ful lled by capturing an approximate value of the rms currengiven instant of the problem, the corresponding QPs may be
ripple in the objective function. To achieve the latter, ][24ill-posed, leading to poor convergence rates and thus longe
ensures that each of the three converter phase legs switch@sing times. To tackle this issue, a mechanism is proposed
within the sampling interval in a speci c chronological @d that can detect the unsuited switching sequences with only a
and only once, introducing, in essence, a xed modulaticiew computations. Thanks to this, only one or two QPs need
half-cycle, similar to carrier-based pulsewidth moduwati to be solved at each sampling interval, while still guaraimg
(CB-PWM) or space vector modulation (SVM) [25]. In doingglobal optimality. As a result, the direct MPC scheme become
S0, repetitive, symmetrical switching sequences are eppti computationally tractable, without sacri cing its perfoance.
the converter, which result in discrete stator current learicn  To show this, the controller is experimentally evaluatethwi
spectra, with harmonic energy located only at odd nontniple drive system consisting of a three-phase two-level veltag
multiples of the fundamental frequency. Moreover, giveatthsource inverter and an induction machine (IM).
the optimization problem underlying direct MPC is formeldt  This paper is structured as follows. Section Il introduces
as aconstrainedQP, optimality is guaranteed, thus the begshe mathematical model of the case study of this paper. The
possible behavior of the drive is ensured for the whole randé&rect MPC scheme is presented in Section IIl. In Section IV,
of operating conditions. To achieve this, nevertheles$ [i2s the proposed gradient-based QP algorithm is explainedyalon
to solve six constrained QPs (one for each possible swigchiwith the detection mechanism of the unsuited switching se-
sequence) in real time before concluding to the global agtimquences. The performance of the proposed control scheme is
solution, i.e., the optimal sequence of switch positiond amxperimentally evaluated in Section V. Finally, conclusiare
the corresponding switching time instants. Consequetitly, drawn in Section VI.
associated computational burden hindered the real-tirpéeim
mentation, and thus experimental validation, of the method 1. MATHEMATICAL MODEL OF THE SYSTEM

To signi cantly reduce the computational complexity of the

direct MPC method in [24], this paper presents a computation The exammed_ system consists of three-pha;e two-level
voltage source inverter and an IM, as shown in Fig. 1.

ally ef cient solution of the underlying MPC problem, thus . )

y ercien . . ying P . The dc-link voltage is assumed to be constant and equal
rendering its real-time implementation possible. To thisl,e . ; .

. . . to its nominal valueVy.. The modeling of the system as
this paper tackles the challenges of the real-time impldéasen . .
. ) ; well as the formulation of the control problem are done in
tion, which are twofold. First, although several open-seur .

. ) . e stationary orthogonal reference frame. Therefore, the

and commercial QP solvers are available [2, Section |

they are commonly designed for general QP problems. Conl-arke transformation matrix #

N

sequently, they may not be able to solve the MPC problem K = 21 % % 1
of interest in real time within a few hundred, or even tens, of " 30 p2_§ pT§ (1)

microseconds, since they do not exploit its structure. édde
the execution time greatly depends on various factors of tleeemployed to map a variablese =[ a b ¢|" in theabe
optimization problem, such as the size of the state and ingui@ne into a variable =] " inthe -plane!
vectors, the number of the constraints and the geometry ofLet Uape = [Ua Up Uc]T denote the three-phase switch
the feasible region, see [26] for a comprehensive assessmapsition of the two-level inverter, wheng, 2 U = f 1;1g,
of different QP solvers. Therefore, to facilitate the réale with x 2 f a; b; @, is the single-phase switch position. In each
implementation of the direct MPC algorithm, an ef cient anghase, the values1 and 1 correspond to the phase voltages
highly reliable gradient-based QP solver is developed is th V% and V% respectively. Thus, the voltage applied to the
paper. This algorithm exploits the properties of the QP jenob machine terminalys is
at hand and achieves a fast and reliable convergence. Ve Ve

To further reduce the computational demands of the MPC Vs = TU = TKU abc - (2)
algorithm, a method is introduced to deal with the second
challenge of the real-time implementation, namely the need
solve a unique constrained QP for each one of the six possi
switching sequences within each sampling interval. Sirate n Lin the sequel of the paper, the subscript used to denote variables in
all switching sequences are good candidate solutions at aity -plane is omitted to simplify the notation.

The dynamics of the squirrel-cage IM can be fully described
Byethe differential equations that involve the stator cnotiig,



the rotor ux |, and the angular speed of the rotar. This 1 | | | | | |
leads to [27] 11 ; ; ‘ ;
d ' # Ua O ‘ ‘ ‘ ‘
is 1. 1 1 Xm X : : | 1
—_— = —lg + —I ! —_— + —V 1 I I I I
et e U T A

3a | | | |

"’ G2, 0 1 1 1 1

d Xm . 1 0 ! ! ! !

SE s St @) ! — —

dt r r 1 l m l !
dl 1 l l l l
a - e T @) 0T T :

t 1 , ‘ ‘ ,
whereRs (R;) is the stator (rotor) resistanc¥,s (Xs) the \ \ \ \ l l .
stator (rotor) leakage reactance, afg the mutual reactance. . té(k) ta2(k) ta(k) ti(k+1) tz(k+1) t3(k+1% t
Moreover, s = X;D=(RsX? + R/ X2) and = X,=R; 0 Ts Ts
are the transient stator and rotor time constants, respégcti (a) Three-phase switch position.
where the constar® is de ned asD = XX, X2, with is

Xs = Xis + X and X, = Xy + X, Finally, is the
moment of inertia, whileT, and T- are the electromagnetic
and load torque, respectively.

Based on (2) and (3), the model of the drive system in_

continuous-time state-space representation is written as siref: ‘
dx (t I
di) = Fx (t) + GKU anc(t) (4a)
|
y() = Cx(v); (4b) | X
ti(k)  ta(k)  ta(k) ti(k+l) ta(k+1) ta(k+l) t
where the state vector s = [is is + 17,2 while to O T, oT.

the three-phase switch position and the stator currentrere t
system input and output, respectively, ifapc = [Ua Up Uc]" , , o
andy - [is is ]'r' Moreover, matrice§ , G, andC are the Flg.| 2 Eg;]amdple_(zf c}he _?vr(:_lutlon ofs over two sampling intervals by
system, input and output matrices, respectively, and tlagy c(lepylng @ flepieied sWiEning seqrience.
be easily derived from (3) [3, Appendix 5.A].
Finally, by using forward Euler discretization the diseret Ts: 1., 0 t1 tz  t3  Ts. Thus, each sampling
time state-space model of the system is derived as interval is divided into four sub-interval§0;ti), [ti;t2),
[t2;t3) and|t3; Ts), which are the application times of four
X(k+1)= Ax (k) + BKU anc(Kk) (5a) switch positions. Speci cally, at the beginning of the @t
y(k) = Cx (k) ; (5b) samplingty 0, and untilty, the last switch position applied
with k2 N,A =1+ FTs, andB = GTs, wherel is the

in the previousTs is applied, i.e.,Uanc(to) = Uanc(ty). At
) ! ! ] _ ) ' time instantt;, a switching transition is performed in one of
identity matrix of appropriate dimensions, afigthe sampling
interval.

(b) Stator current (-component).

the three phases, implying that the switch positiofpc(t1)

is applied. Following, at time instanb, the switch position
Uapc(t2) is applied such that one of the two thus far inactive
[1l. DIRECT MPC WITH FIXED SWITCHING FREQUENCY  phases is switched. Finally, the only inactive phase left is

The discussed MPC algorithm was initially proposed in [24prced to switch at time instang by applying switch position
and re ned in [28]. In the sequel of this section, the maif anc(ts). As can be understood, by following this principle,

principles and characteristics of the controller are pres:  the three phases of the system can switch in six possible
combinations, see the left-hand side of Table I. For example

phasea may switch rst, followed by consecutive changes in
phased andc, or vice versa, etc.

The main ObjeCtive of the controller is to minimize the The above Concept can be extended to |Onger prediction
stator current ripple and keep the switching frequency ef thorizons, which are adopted in this work due to the im-
converter constant. To do so, each phase of the converteb,ig\,ememS they bring in the steady-state performance [29]
allowed to switch once within the sampling intervdls, as However, as shown in [28], to keep the number of possible
exempli ed in Fig. 2(a). switching sequences constant and equal to six—instead of

Lett;, i 2f1;2;3g, denote the switching instants that argncreasing it exponentially with the horizon steps, i.e.,
placed in an ascending order within one sampling intervgh» _the switching sequences are mirrored with respect to
the discrete time steps in a consecutive fashion, similar to
e.g., the SVM switching pattern [25]. Considering that a-two
step horizonl, = 2) is implemented in this work, this means

A. Control Problem

2Note that due to the slower mechanical dynamics, the angyaed of
the rotor!  is treated as a (relatively slowly) varying parameter rathan
as a state variable.



TABLE I: Possible switching sequences for a two-step harizo . . . . . .
g seq P six possible switching sequencés, as mentioned in Sec-

Number Phase with the switching transition tion llI-A. To do so, the evolution of the stator curreng
of 1" sampling interval | 2" sampling interval within all the subintervals of the prediction horizon needs
sequence) First Second Third First Second Third be computed for eadd . Given that the sampling interval is
; : : g g ;i : much smaller than the fundamental peribgd i.e., Ts  Ta,
3 b o c . a b it is assumed that the derivative of the stator current when
4 b c a a c b applying a switching transition is constant withig. Such an
5 c a b b a c assumption implies that the stator current trajectoriethiwi
6 c b a a b c the subintervals of the horizon can be described by their
corresponding gradients, i.e.,
that the switching sequence in the second prediction iaterv . dis(ti (")) .
mirrors that of the rst prediction interval with respectT@, M (ti()) = —a - C(Fx (to(k)) + GKuU anc(ti('))) ;
as illustrated in Fig. 2(a). Table | summarizes all possible 9)
switching sequences over a two-step prediction. wherei 2f0;1;2;3gand” = k;k + 1. Note that because of

To describe the above, the vector of switching time instantthe assumption of constant gradients witfiiy) (9) computes
and the vector of switch positions (i.e., the switching ssge) the gradients at the switching instanig’), t2("), andts()

U are introduced. These are de ned as based on the measured/estimated state Xi(ge(K)).
h ' Utilizing the gradients provided by (9), the stator curraht
t= htT (k) tT(k+1) ) (62) the switching instants and discrete time steps can be ezl
I'T
U= UT(k) UT(k+1) ; (6b) as
is(ti(C) = is(ti 10N+ m(t 20NC) i 2(0): (10)
where .
. h . T with i 2 f 1;2;3;4g andts = Ts.
t()= () t2() ts() (7a)  On the same principle, the current reference is assumed to
R h . . . 17 evolve in a piecewise linear fashion within the horizon,hwit
UC) = Ugne(to()) uzne(ti() Uzne(t2()) UZne(ts()) 4 constant gradient for each prediction step, given by
(7b) N isz;ref (\ + 1) is;ref(\) .
with © 2 fk;k + 1g. It is important to point out that, Mret () = Ts : (11)

as explained above, it is implied that(k + 1) = . .

LT (ta(k) Ul (6(K) ul_(ta(k) ul (to(k)]T, i, Hence the current reference over the horizon is
Uanc(to(k+1)) = Uanc(ta(K)), Uanc(ti(k+1)) = Uanc(t2(K)), isref(t) = isref(C)+ Mper() t: (12)
Uanc(ta(k + 1)) = Uanc(t1(k)), and Uanc(ta(k + 1)) =

Uanc(to(k)). Note, however, that the switching times mayAn example of the stator current evolution and the corredpon
be asymmetric, thusti(k) is not necessarily equal toing reference on the-axis is shown in Fig. 2(b).

2Ts t3(k +1), etc. Finally, based on expressions (9) to (12), and after some
algebraic manipulations, function (8) can be written inteec
B. Control Method form as
J=kr Mtk3; (13)

The main control objective is the minimization of the (ap-
proximate) rms stator current error, since this correspdnd where the vector 2 R8Ne and matrixM 2 R8Ne 3No with
the minimization of the stator current total harmonic disem N, = 2, are given in the appendix.

(THD) [30, Appendix A]. As explained in [24] and [28], this
goal can be mapped into the objective function _
. C. Control Algorithm
J= SR Kisref (i) is(ti())k2 _ Taking into account the_ control principl_es dgveloped in_—Sec
=k izl (8) tionslil-Aand IlI-B, the direct MPC algorithm is summarie
. R . . 2 in the following.

" lrer (TsC) - Ts(TsC) In a rst step, thesevenunique stator current gradients are
where the current tracking error is penalized at the swighi COMPuted based on the measured/estimated state ve(¢ir
instants and at the discrete time steps. Note that the digoA"d the possibleight switch positionsuspc, i.€.,
positive de nite matrix 0 2 R? 2 is introduced to Muw = C(Fx(to) + GUw): (14)
penalize more heavily the tracking error at the discreteetim
steps. As explained in [28, Section IlI], by doing so, symmetwherew 2 f 0; 1;:::;6g. Note that in (14)uw = KU apcw
in the applied switching sequences is enforced, which esabstands for the unique voltage vectors in the-plane (six
the elimination of undesired low-frequency harmonics. active and one zero vector), see Fig. 3, wherg j 2

To nd the optimal switching time instants , the current f1;2;:::;6g, are the active vectors, ando=u; the zero
error, as quantied by (8), needs to be computed for allector.
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Fig. 3: Two-level inverter switch positions in the stationg¢ ) plane. Fig. 4: Fixed switching frequency direct MPC for a two-lewhree-phase
voltage source inverter driving an IM.

Subsequently, the controller enumerates the six possiflgjorithm 1 Fixed Switching Frequency Direct MPC
switching sequenced,, z 2 1;2;:::;6g, shown in Table I.
For each one of them, an optimization problem of the form

Given Uapc(ty ), is;ref(to) andx(to)
1: Compute the corresponding gradient vectors,, w 2

mitnzinF;lgze kr Mt k3 f0:1;::::6g

; 2: Enumerate the possible switching sequentks z 2
subjectto 0 ti(k) ta(k) ta(k) Ts f1;2;:::;69, based onuanc(t, )
tl(k + 1) tg(k + 1) t3(k + 1) 2T 3: For eachU,:
(15) Detect if U, is unsuited;

is formulated. According to [24] and [28], the QP (15) has to If not, solve the QP (15). This yields andJ,.
be solved six times—once for eath,—based on an off-the- 4: Solve optimization problem (16). This yields andU .
self QP solver [2, Section IV] to yielt, and the associated Returnt (k) andU (k).
costJ,. However, in this work, (15) is ef ciently solved by
the QP solver proposed in Section IV. Moreover, as explained
in that section, the developed solver can detect unslited an observer, such as a Kalman lter (KF), can enhance the
with a simple one-step projection method, meaning that @bustness of MPC schemes to parameter mismatches and
most two QPs (15) need to be solved in real time. As a resudther disturbances, see, e.g., [31], [32]. To achieve a high
the computational burden of the direct MPC algorithm is ke[@lbgree of robustness as well as to obtain the rotor ux, a
modest, thus facilitating its real-time implementation. KF is implemented in this work. Based on the discrete-time

In a last step, the pair of switching sequence and timgate-space model (5), the KF equations are [33]
instants that is globally optimal, i.efU ;t g, is chosen by _
solving the following trivial optimization problem R(k+1jk)= AR(k) + Bu apc(k)

P(k+1jk)= AP (kjik)AT + Q

minimize  J;: (16) ’ ]
z2f 1,2, 6g L(k+1)= P(k+1jk)CT(CP (k+1jk)CT +R) 1
According to the receding horizon policy [3], only the switc ®(k + 1jk + 1) = ®(k + 1jk)
positions that correspond to the rSis are applied to the +L(k+1)(y(k+1) CR(k+1jk)
converter at the corresponding time instants, i.e., . . .
h i P(k+1jk+1)= P(k+1jk) L(k+21)CP (k+1jk);
U ()= Ugge(to(k)) Uage(ts(K)) Uad(ta(K)) Ug(ta(k) (A7)
h It whereL is the Kalman gain matrix is the estimated stat®,
()= ti(k) ty(k) tyk) is the error covariance matrix, whif@ andR are the system

The block diagram of the proposed direct MPC scheme i9ise and measurement covariance matrices, respectively.

shown in Fig. 4, and the pseudocode is provided in Algo-
rithm 1. IV. GRADIENT METHODS FORDIRECT MPC

Gradient projection methods have shown to be very ef-

D. Observer cient for QPs, especially when the constraints are simple.

MPC, being in essence a proportional controller, can e particular, they have been widely used for QPs where

susceptible to steady-state tracking errors due to model tine variables of interest are only box-constrained [34] Fo
certainties and variations, measurement noise, system nganeral QPs, projecting the variables onto the feasiblimmeg
idealities, such as dead-time effects, etc. [2]. To tackle,t may require signi cant computations. However, the coriatsa



t4 = Ts. Note thatt is essentially the application time of the
switch positionug,c(ti 1). In doing so, the feasible set can
be described by simple b@und constraints and one equality

constraint, i.e.ff 0, and i4:1 ti = Ts. This concept can
be applied to all variables involved in the long-horizonegir

Givenuabc (tO ), is; ref (tO) andx(to)

i MPC problem.
Muw = C(Fx (to)+ GUw), w2 0; 1::: 6g Based on the above, the vector of application times is
de ned as h it
! r= (k) (k+1) (18)
7203 =+ 1 ] Formulate the QP
problem (22) based ob , where h i .
| Hiff_ )= t60) &) B0 &) : 19
4 |
2=zl QP ' With (18), function (13) is rewritten as
T = L= Hbsolver, (18). (13)
I J=kr MTK3; (20)
Check ifU, = 11 | where the vector- and matrixM™ are provided in the ap-

is unsuited

pendix. After expanding (20) as

|ves JI=MTME 2Mt+ K 21)
3, =+ 1 and by omitting the constant term' -, the reformulated
optimization problem can be stated as

it (3, <J I = Iy

| o1
! minimize -CHC f'r

t =t,;U =U,g [* r2 RS
¢ subjectto t O (22)
¥4
no 6()=Ts; 8 = kik+1;
i=1
yes ta =P (C g) whereH =2M TM is a symmetric, positive (semi)de nite
g =HCw f || matrix, f = 2M Tr, 0 is a zero vector of appropriate
L = rI r dimensions, and denotes componentwise inequality. Note
Ce that after the QP problem (22) has been solved, the switching
CTTTTTTTTTTTTTTTIToos time instants can be simply calculated as
Fig. 5: Flowchart of the proposed xed switching frequenciredt MPC t=T¢; (23)
scheme.

where the transformation matrix is provided in the appendix.

in many MPC problems for power electronic systems are o . .

simple and regular (i.e., global), thus the projection othee B- Projection onto the Feasible Region

problem-speci ¢ feasible region can be ef ciently perfoech An important step in gradient methods for constrained QP
by fully exploiting its geometry. In this section, we progosproblems is the projection of the variables of interest dhto

a computationally ef cient projection method for the QFfeasible region. Let the feasible region of (22) be de ned as

problem of the direct MPC discussed in Section Ill. The ¥4 NG
owchart that summarizes the proposed gradient-basedtire =frjr 0, ft= t = Ts; 02 R%g:
MPC scheme and the QP solver is shown in Fig. 5. i=1 i=5
The projection of any vectar onto is the minimizer of the
A. Reformulation of the Feasible Set problem ; y
. . inimi ~ : 24
The feasible set of the QP problem (15) is a so-called m|Q|2m|ze 2% (24)

truncated monotone cone. The projection of a variable ontpe proposed projection algorithm is based on constructing

a truncated monotone cone is complicated, see [35] afé associated Lagrangian of (24), i.e.,

references therein. Although some algorithms exist, tiedy r S

on complex approaches, such as multiparametric prograrA:("’ L2 )=

ming [35], or involve computationally intensive operation =.T . ,T . 1@l ~ Ty @l ~ T T~

such as the computation of pseudo-inverses of matrices [36]2 (25)
To address this and to achieve a computationally ef cient

projection, the feasible set is rst reformulated by inttwihg where ;; >, 2 R and 2 R® are the so-called Lagrangian

the new variables; = t; t; 1, with i 2 f1;2;3;4g and multipliers. Moreovera; = [1] 0J]" anda, = [0} 1}]"



are the vectors of the equality constraints, wh@rend 1 are Algorithm 2 Projection onto
vectors with all components being zero and one, respegtivel1: function ~ = P (z)

and of dimension indicated by their subscript. The rsterd »: for =1:2do
necessary conditions, which are known as the Karush-Kuhrg: z=sort(zy 34 );descend)
Tucker (KKT) conditions, state that if , i.e., the projection 4. ~= z
point, is a local solution of (24), then there is a set ofs. f(T1)=0
Lagrangian multipliers , ;, ,9, such that the following - forj =2 to P4 do
conditions are satised at, ;, ,, ) [34] 7: f(5)= 1 z+]7
- z 1a1 2a2 - O, (268.) 8: |f f ( ) TS then . )
. ~. s j 1
~ 0 0; (26b) 1?)' o ‘k 1+ (7 DEe 1
: rea
- =0; (26c) 4. else
aj~ =Ts a3~ = Ts; (26d) 12 itj=4then p
where denotes the componentwise product. For the convé%f b =IETS iz Z1)=4
QP (24) satisfaction of the KKT conditions (26) suf ces fortt d _rfea
~ to be a global solution [37]. In the following, it is shown de_r; '
how ~ can be found by solving the KKT conditions (26). . dep '
First, it is noted that (26) can be split into two decouple& : end for _ )
sets of equatiorfs 18 ~%4 za) = MAXT0420 5+ 1ag
19: end for
W 34y Z@ 34) 14 @ 34)=0; (27a) 20 return ~
w ) O @ oz, O (27b) 21: end function
T4 34) @ 34)=0; (270)
¥ of f ( 1) at its breakpoints7. From (30), it is evident that
~ = Ts; (27d) f( 1) has four breakpoints, i.e7; = # fori 2f1;2;3; 4g.

i=4 3 Once a7j is found such that (7 1) Ts andf (7)) Ts,

where the value of 2 f 1; 2g indicates the prediction horizon then , is in the interval["j 1;7] and can be obtained by
step. Therefore, the two equation sets (27) can be sol\) ar interpolation. If ; is not found after all the breakpoints

separately. By taking = 1 as an example, (27a) can bef'e examined, then, is Igcated in the intervdl™4;+1 ) and

expanded to four scalar equations as itis equalto , =(Ts 1 2)=A
Once ; and~;,., are obtalned, 2 and~g.g can be found

~=z+ 1+ ;i 2f1234g: (28) by setting = 2 and following the same procedure. The
d projection algorithm i ized in Algorithm 2
Combining (28) with (27b) and (27¢), it yields proposed projection algorithm is summarized in Algorithm
(
(< )= (©; 1 Zi) if 1< z (29) C. Gradient Projection Method for Direct MPC
v (z + 1; 0) otherwise To nd the solution t of problem (22), the proposed
P, gradient projection method searches along the steepestrites

If there exists 1 such that ;_; v = Ts—denoted as ;—
it follows that the KKT conditions (26) with 1 are
satised. As a result, the solut|0r+(14) can be obtained
directly from (29). Speci cally, based on (29), i-1 7 can whereg
be written as a piecewise linear continuous function pf

direction from the current poirtt , i.e

tag=r g ; (32)

= Ht f is the gradient vector dt , 2 R*
is the step size, and 2 N denotes the ™ step of the solution

if
if

1 <
Fal

7

1< 2

process. Followingt™ +1 is projected onto the feasible region
by invoking Algorithm 2, i.e.,~,; = P (" +1), where
P refers to the projection function provided in Algorithm 2.
Subsequently, the process continues from pein§ by con-
sidering it as the next starting pointin (31), i1 ~ 1.
As can be understood, an important factor that affects the
rate of convergence of the gradient method is the step size

(30)

wherez includes the elements af sorted in a descending or-
der. Sincd ( 1) is either constant or increasing monotonicall
and linearly with 1, ; can be found by examining the value

b

In the classic steepest descent method this is chosen by exac
line search, i.e., by searching for the optimal point alomg t
teepest descent direction. However, it has been shown that
he rate of convergence of the classical method is slow and
it gets worse as the QP problem becomes ill-posed. As an
indicates the alternative, Barzilai and Borwein proposed a strategy—#kmo

as the BB method—for choosing the step size [38], which

3The notation
entries from4

34 )

and 5y
,Z, and

, respective

@ 34 ) Z@4
3uptod of ~



Algorithm 3 QP Algorithm for Direct MPC method always converges ef ciently without requiring aelin

1: function t = GRADPROXH f , to, o, tol) search. For more details about the line search strateg{38¢e

2 Jo=Htp f and references therein.

3 for =0;1, ::: do , . T

4 if kP (t g) rk tolthen D. Detection of Unsuited Switching Sequences

5: =t As explained in Section Ill, the gradient-based direct MPC
6: break scheme enumerates the feasible switching sequences and se-
7: end if lects the one that minimizes (16). According to the control
8: ~a =P (t g) principle presented in Section IlI-A, each switching setpee

o T =~y in one sampling intervals consists of four switch positions;
10: g =Hty f two of them correspond to zero vectors in the-plane—

11: a=( o) 7 g) applied at the beginning and end ©®§—and the other two
12¢  end for to adjacent active vectors—applied in between, see Fig. 2(a
13- return t However, not all active vectors positively affect the track
14: end function ing of the stator current reference. Such active vectord, an

consequently the corresponding switching sequences, ean b
detected quickly by the proposed gradient projection netho
offers several advantages over the classical method, ssichag explained below.

less computational effort, fast convergence, and lesstisétys To do so, consider one-step MPC and let the initial point be
to ill conditioning [39], [40]. According to the BB step [38] to = [Ts=2 0 0 Ts=2]. The steepest descent direction can be

the step size in (31) is chosen as obtained by calculating its gradient veciggy = Hty f . If
7 r this direction points to the region whetréas negative duration
1 = ——— (32) time for an active vector, i.e., the second and third entofes
o9 t; it can be concluded that this active vector will adversely

where tt =t, t and g =g+ g . Wit (31) affect the system performance if applied to the invertarsth
and (32), the algorithm continuous in an iterative manndit unthe associated switching sequence is suboptimal.

it fullls an optimization criterion. Speci cally, the proess  To allow the gradient projection to reach the region where
terminates whekP (" g ) Tt kis within a predetermined t7 < 0, the bound constraints are neglected so thatetexed

tolerance. feasible region is de ned as

Based on the above, the complete algorithm for solving (22) Xé
is summarized in Algorithm 3. The arguments of the algorithm o= ftj = T2 RY:
are the Hessian matrixi , and the vectorf , as de ned i=1

in (22) as well as the initial pointo 2, the initial step Then, one step is taken from the initial potgtin the steepest

0, and the value of the tolerandel. The initial point can gegcent direction and projected onto the relaxed regien, i.
be chosen _accordmg to a warm-_start strategy, e.g., baﬁ?d__ P ,(to go), whereP (z) is the function that projects
on the previously computed solutian(k + 1). Moreover, any vectorz onto . If the duration of an active vector in

in this work, as shown in Section IV-0p is also utilized s negative, the associated switching sequence is distarde
for detecting unsuited switching sequendds As for the ¢ projectionP ,(z), is computed as
0 )

initial step size o, it marginally affects the convergence of o 5
the algorithm, since it is updated in every iteration of the minimize k~ zk3; (33)
search process accolrdlng to (32). On the other hand, Uoﬁich can be easily solved by exploring its KKT conditions,
tolerancetol can considerably affect the rate of convergence,,

since a very small value can result in a slow convergence.”’

However, the exact solution is not necessary since the model -z 1,=0; (34a)
itself is not ideal. Hence, in this workpl is set to10 ©, x4
which means that the optimal switching application tintes 5 =Ts: (34b)
are acceptable within a tolerance bfis. Considering that i=1

the sampling interval for the examined case study is a fewpeci cally, since (34a) can be written ag = z +
hundreds of microseconds, a solution witius tolerance is i 2 f 1;2;3;4g, by insgrting it into (34b), the solution of (33)
accurate enough. isgivenby =(Ts i4:1 zi)=4and~ = 14+2z.Hence,
Finally, it is worth mentioning that the BB methods ardi can be found with a simple one-step projection, enabling a

inherently non-monotonic, which means that the value of thiast and accurate detection of unsuited switching seqsence
objective function may increase at some iterations. Toléack , _ . P , -

hi line search is required to prove the convergence n alternative to determine the “suitable sywtchmg semeis to utilize
this, a li ] q p g » &R deadbeat solution of the control problem, i.e., the rfatithg signal that
some studies, e.g., [41], have reported some cases thaBtheaBieadbeat controller would use. In doing so, the triangstator in which

methods without line search fail to converge. However, thige modulating signal lies would provide the desired svifighsequence,
e Fig. 3. However, such an approach can lead to suboptohaiosis [4,

happens rarely and Only in 'arge'S{?a'e problems. For Sm%‘izction VII], thus the proposed method is preferred sincguarantees
scale QPs, as the one presented in (22), the employed &Bmality.
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Fig. 7: Experimental setup of the electrical drive test e SEW inverter
for induction machine (IM), B: SEW inverter for load permaheanagnet
synchronous machine (PMSM), C: dSPACE SCALEXIO real-tinoatoml
system, D: Interface, E: Oscilloscope, F: IM, G: PMSM.

The validity of the described method is examined in sim-

ulation for both steady-state and transient operation fer t

Fig. 6: Switching sequences selected by the detection midthioe circles)
and the globally optimal switching sequence (red cross).

TABLE II: Rated values of the induction machine.

drive system shown in Fig. 1 with the parameters given in Parameter Symbol Sl Valug
Tables Il and Ill. Fig. 6(a) shows for one fundamental period Rated voltage VR 380V
the switching sequencds,, z 2 f 1;2;:::;6g, (see Table 1) < tF;a“tadt C“f”e”t f'R 5;;3HA
considered as candidate solutions (shown as blue circies) b ated stator frequency Tsr z
. . . Rated rotor speed ' mR 2880rpm
the aforementioned method in steady-state operation. én th
Rated power Pr 3kwW

same gure, the optimal switching sequende found after
solving all six QPs for all possible switching sequences is  TABLE lll: System parameters in the SI and the p.u. system.

also indicated (shown with a red cross). Moreover, the same

. . . . . Parameter Sl (p.u.) symbol Sl (p.u.) value
data are depicted in Fig. 6(b) for transient operation, ngme Stalor Tesisance R (Ro) 1509 (0:0399)
for a torque reference step-down—frofg..es = 1 to Oper Rotor resistance R: (Rr) 1:235  (0:0323)
unit (p.u.)—and step-up—frorfie;er = 0 to 1p.u—change Stator leakage inductance L (Xs) 7:0mH (0:0574)
att = 4 ms andt = 13 ms, respectively. As can be seen, the| Rotor leakage inductance L, (X ) 7:0mH (0:0574)
detection method selects one or two “suitable” switching se Mutual inductance Lm (Xm) 232:5mH (1:9077)
guences, with the globally optimal sequence always inalude| Number of pole pairs p 1

Dc-link voltage Vge (Vac) 650V (2:0950)

V. PERFORMANCEEVALUATION operating at rated torque and nominal speed, i.e., the fun-

The performance of the proposed direct MPC schenggmental frequency i§; = 50 Hz, and the electromagnetic
is examined in the laboratory with a three-phase two-levglrque reference is set equal e = 1 p.u., as shown in
inverter driving an IM, as shown in Fig. 1. The inverter isig. 8. Considering that the relationship between the $ivitg

supplied by a stiff dc source. The real-time control platfor frequencyfs, and the sampling intervdls is given by
is a dSPACE SCALEXIO system, consisting off&Hz Intel
XEON processor and a Xilinx Kintex-7 eld-programmable fow= 5—; (35)
gate array (FPGA). Two three-phase two-level SEW MDX o )
inverters are used to control the IM and the load machine. TH sampling interval is chosen & = 123:4ps so that a

experimental setup is shown in Fig. 7. The rated values of tA®itching frequency s, of 4050Hz results. Fig. 8(a) shows

IM and the parameters of the system are given in Tablestiie three phase stator current measured by the oscilloscope

and 11, respectively. Note that all results are shown inghe With & sampling frequency 060kHz, while its harmonic
system. spectrum is shown in Fig. 8(b). The current THDS80%

relatively low considering the small total leakage reactan

of 0:11p.u. The current harmonics are mainly the sideband

harmonics caused by the switching nature of the converter.
The steady-state performance of the drive system condrollBesides, some pronounced harmonics can be observed at low

by the direct MPC scheme is examined while the IM ifrequencies, especially arountDOOHz, i.e., the 17" and

A. Steady-State Operation
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Fig. 8: Experimental results of direct MPC at steady-stateration,f sy = Fig. 9: Experimental results of FOC at steady-state ommrafisy =
4050Hz. 4050Hz.

19" harmonic. Such harmonics are mainly caused by tise it cannot effectively remove these relatively high-orde
slotting and saturation effects in the IM [42]. Finally, Bi@(c) harmonics. Conversely, MPC can suppress—to some extent—
and 8(d) show the stator ux magnitude and electromagnetivose harmonics caused by the nonlinearities of the IM.
torque, respectively. These values are estimated in dSPACEF

based th hi del and the ob di Furthermore, to gain more insight into how the direct
Szi?ionolrlll De machine modet an € observer |scusseci{/| C scheme manipulates the converter switch positions, the

notion of the three-phase equivalent modulating sighg! is

For comparison purposes, eld-oriented control (FOC) WitHﬁtroduced. To this end, the single-phase equivalent naig

proportional-integral (P1) controllers and SVM is also iep _srlgngl |fhdet_ned_atij =| Tf’t’;]’f =TS’G_W'EE )i 2 f_a:;Lb;Tc?], v;/rr:ere
mented. The operating conditions and switching frequeney a °™* IS e_|m|e '? ervg \INIt' N ONés | a u?] T Ie:' rel%'f
the same as those of direct MPC, while the Pl parameters gileease equivalent modulating signal 1S shown in F1g. or

tuned according to the modulus optimum method. As can prloﬂosg%MPt% Ss(i;'&me'dln t_hte Zar:\e gurebthebmodulgt!ng
seen in Fig. 9(a), the stator current is very similar to thfat 'gnal wi IS depicted. AS can be observed In

the direct MPC scheme, but with a slightly higher ripple.sThi ig. 10, the d|rect. MPC scheme,. allthough .'t does not emp_loy
is re ected in the harmonic spectrum (see Fig. 9(b)), whe modulator, achieves a very similar equivalent modulating
higher current distortions can be observed, with the cmrresﬂgnal'

THD being equal t06:19% This is mainly due to fact that Finally, to further elucidate the performance of the praabs
the harmonics caused by the slotting and saturation effectmtroller, Fig. 11 depicts the current THD for switching
are more pronounced with FOC. This can be explained Ifrgequencies in the rangés, 2 [750 5250]Hz. As before,
the fact that the Pl-based FOC has less control bandwidlte current THD produced by FOC is also shown. Moreover,
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Fig. 10: Three phase equivalent modulating signal of distRC and Fig. 12: Experimental results of direct MPC during a torqaéerence step-
modulating signal of FOC at nominal steady-state operafign = 4050 Hz.  down transient.
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Fig. 11: Trade-off between current THD and switching freme for the
proposed direct MPC (blue, solid line), FOC (black, daslieg)] FCS-MPQ 17
(green, dotted line), and FCS-MRGred, dash-dotted line). 0:8
0:6
o . 04+
to clearly highlight the bene ts of the proposed direct MPC 021
strategy, the current THD achieved with two conventional 0 1
FCS-MPC methods is also reported. Speci cally, the rst FCS 0 5 10 15 20
- iecti Time [ms]
MPC. method (referred to as FCS-MPChas the objective (b) Electromagnetic. torquee.
function
J=Kigret(k+1) is(k+21)ky; Fig. 13: Experimental results of direct MPC during a torgeference step-up

] ) ] ) . transient.
i.e., it does not penalize the control action and uses’ the

norm, while the switching frequency is adjusted by modifyin

the sampling intervals. The objective function of the seconddirect MPC scheme is tested during torque reference steps

FCS-MPC method (FCS-MPZ} is based on the ,-norm, from Terer =1 to Op.u. as well as fronTe;ef =0 to 1p.u..

penalizes the control effort, and uses the sampling intervEhese cases are shown in Figs. 12 and 13, respectively. As a

Ts =50 s, i.e3 comparison, Figs. 14 and 15 show the performance of FOC

L . ) ). for the same scenarios. For the torque reference step-down
J = Kigrer(k+1) is(k+1)kz+ uk Uanc(k)k;: case, the proposed direct MPC scheme smoothly regulates

As can be seen, Fig. 11 clearly shows the superior stead)e curren_t—qnd thus the_ torque—to the new reference within

state performance of the proposed direct MPC scheme sif¢@ sampling intervals, without any over- and/or undersgpo

it achieves the lowest values of current THRp over the See Fig. 12. FOC, on the other hand, suffers from a visible

whole range of the examined switching frequencies. undershoot in the torque, see Fig. 14. As for the torque
reference step-up case, the proposed direct MPC strategy

achieves a signi cantly faster settling time of abdins as

. ) o compared to th&ms required by FOC, see Figs. 13 and 15,

While operating at the same switching frequency as beforr@spectively.

(i.e., fsw = 4050Hz), the transient behavior of the examined For more insight into the dynamic behavior of the presented
5The reader is referred to [4] for insights into the discussedigns of _d'reCJ_[ MPC algor'thm' Fig. 16 shows the equivalent m_Odmat'_

FCS-MPC. ing signal during the torque reference step changes inldetai

B. Transient Behavior
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Fig. 15: Experimental results of FOC during a torque refeeestep-up Fig. 17: Three-phase modulating signals of FOC at torqueretierence steps.
transient.

voltage. In doing so, the modulating signal is saturatedtdue
In a same fashion, Fig. 17 depicts the modulating signal withe employed anti-windup mechanism with saturation, but in
FOC. At the torque reference step-down case, the direct MRdess aggressive manner due to the integrating elemengof th
method instantly pushes the application times of the switelontroller. Moreover, due to the fact that the controllee.(i
positions close to their limits and reverses the polarity fOC) and modulator (i.e., SVM) are two decoupled entities
the equivalent modulating signal, see Fig. 16(a), so that tthat act independently from each other, the best possible
converter applies the switch positions that result in as dasdynamic performance is not guaranteed because the voltage
response as possible for the optimal amount of time. As feynthesized by SVM is different from the voltage commanded
the torque step-up case, the MPC strategy fully utilizes tigy FOC [43]. As a result, the dynamics of FOC are slower,
available dc-link voltage (see Fig. 16(b)) so that the isgftl as also shown in Fig. 15.
time is only limited by the physical limits of the system. We Another scenario for evaluating the transient behavior of a
conclude that the proposed direct MPC algorithm inheriés titontroller is operation under speed changes. Since thesfocu
favorable dynamic behavior that characterizes directrobntof this work is on the inner current control loop designed in
schemes. As for the Pl-based FOC, it also tries to reveirtse framework of MPC, the load machine is used to impose
the polarity of the modulating signal during the step-dowa speed ramp of aroun@85p.u., while keeping the current
scenario, but it does not manage to do it as aggressivelyraterence of the IM constant. As shown in Figs. 18 and 19,
MPC, see Fig. 17(a). Moreover, during the step-up case,shotie MPC algorithm achieves good reference current tracking
in Fig. 17(b), FOC tries to fully utilize the available deki  during these speed ramps.



TABLE IV: Number of iterations required by the QP algorithrmdathe
turnaround times on dSPACE, whelig.qp corresponds to solving one QP,
andti ot to executing the whole control algorithm.

Number of | Turnaround time| Turnaround time
iterationsnj; ta;op (US) tta:tot (HUS)
. Average 39:7 16:9 287
0 ‘ ‘ ‘ ‘ ‘ Maximum 98 42:6 71:3
0 50 100 150 200 250 300
Time [ms] 10
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Fig. 21: Probability distribution of the turnaround tinbg :tot . The average
turnaround time is indicated by the solid vertical line. Td& 98, and 99
percentiles are shown as dashed, dashed-dotted, and dettechl lines,
respectively.

TABLE V: The maximum turnaround timeéta:max Of the four discussed
control algorithms running on dSPACE.

0 2‘0 4‘0 60 80 100 FOC | FCS-MPC1| FCS-MPC2 | Direct MPC
Time [ms] Turnaround time . . . .
(b) Three-phase stator curreintapc - ta:max (US) 16:6 16:9 1l 3

Fig. 19: Speed reference ramp (frdrl5 to 1 p.u.) with direct MPC. ) ] ) ]
maximum turnaround time of the proposed QP algorithm, i.e.,

. twa:op, is as little as42:6 ys. Furthermore, since the unsuited

C. Computational Burden switching sequences can be effectively detected with only a

The main computational burden of the direct MPC schenfiew computations, the maximum turnaround time of the whole
relates to the solution of the QP problem(s). Table IV sungontrol scheme, i.eii o, iS only 71:3ps. In addition, the
marizes the average and maximum number of iteratippns probability distribution of the number of iteratioms and the
required by the proposed QP algorithm to conclude to thiernaround timet,.1or are shown in Figs. 20 and 21, respec-
optimal solution of one QP, along with the correspondintvely. As shown, in more thaB8%cases, the turnaround time
turnaround timeti.op On dSPACE. In the same table, thédia;wt iS less tharbOus. This indicates that the proposed QP
turnaround time of the whole control schermg ot is also solver manages to solve the necessary number of QPs in real
shown. This time includes, besides the time required toesoliime very quickly and within the available time, as de ned
the QP(s), the time needed for the analog-to-digital cawiwar by the chosen sampling interval dfs = 123:4ps, thanks
(ADC), the uplink and downlink communication as well as th¢he fast projection algorithm and the BB method discussed
generation of the gating signals. As can be seen, the averag&ection IV.
number of iterations to solve one QP39:7 and the maximum  Finally, the maximum (i.e., worst-case scenario) turnatbu
98. Considering that the optimization variabfeof each QP times ti.max Of the four discussed control algorithms, i.e.,
problem is eight-dimensional, while eight boundary coodis the proposed direct MPC scheme, FOC, FCS-MIPahd
exist along with two equality constrains, the required nembFCS-MPQ, are summarized in Table V. As can be seen,
of iterations is modest. Moreover, since each iterationhef tthe superior performance of the proposed algorithm comes
proposed QP algorithm requires little computational éffttre  at a cost of increased computational demands. It is worth



mentioning, however, that, if needed, the turnaround time with

the proposed control scheme can be signi cantly reduced, e.

by decreasing the horizon to one step and/or by manipulating My = m(ti(k)  moer(k)
the maximum number of iteration steps, as can be deduced my = m(ti(k+1)) mer(k+1)
from Fig. 20. Nevertheless, such a reduction in the computa- mi = m(ti(k)) m(tis1 (k)
tional cost yvould occur at the expense of performance,a.e., m, = m@ti(k+1) m(ti(k+1)
somewhat increased stator current THD.

wherei 2 0; 1; 2g andto(k +1) = Ts.

VI. CONCLUSIONS

The vectorr- and matrixM™ in (20) are
2

This paper proposed a computationally ef cient QP solver isref(to) is(to)

that enabled the real-time implementation—and subsequent o (t i<(t

i i . o isref(to) s(to)
experimental evaluation—of the direct MPC scheme initiall i (to) is(to)
proposed in [24]. The proposed QP solver, by exploiting the siref >0 s\°0
specic feasible set of the QP problem underlying MPC, = (isirer (to) is(to))
performs the projection onto it very quickly, which allows is;ref (to)  is(to)
one to nd the optimal solution with a relatively few number isref(to) is(to)
of iterations. Moreover, the proposed algorithm can exelud isref(to) 1s(to)
suboptimal solutions at a very early stage of the optimizati (i ’_ (to) is(to)
process, thus greatly alleviating the associated comipuotdt sirefit0/  Isito
effort. and

In contrast to conventional FOC, the discussed direct MPC
scheme directly manipulates the converter switch positem M = 3
that it can achieve short settling times during transieats, "\, 0, 0, 0, 0, 0, 0, 0,
par with deadbeat control. However, thanks to the adopt m 0 0 0 0 0 0
control principles, and despite the absence of a modultier, ! 2 2 2 2 2 2
proposed direct MPC algorithm manages to achieve a constgntho M1 M2 02 02 02 02 02
switching frequency with a discrete harmonic spectrum. As@™o M1 M2 M3 0 02 02 O
result, low current distortions are produced during stestdye Mg M1 M, M3 Mo 0, 0, 0,
;)hperatlon. A; ds_hov;/rll/ll;c))cr: attvvto—levelr:pvertetr) dt;:vlmg antiM, Mo M1 mM, mz mg m; O, 0,

e proposed direc strategy achieves both lower curr m m m m m m 0
THD at steady-state operation and better dynamic behavior ! 2 3 0 ! 2 2
during transients than a conventional linear controllethvei ~ Mo M1 M2 M3 Mo M; My Mj
modulator, namely FOC with SVM. with

APPENDIX mi = m(ti(k)) meer(k))
The vectorr and matrixM in (13) are mi = M
2 _ _ mi=m(ti(k+1) me(k+1))
Isiref (to) fs(to) m,o= m,
I s:ref (tO) I S(tO) .
[ = ( is;ref (Ts) is(tO) m(t3(k))Ts) " #
isret(Ts)  1s(to) T = I~ 03 03 3 03 .
isrer(Ts)  is(to) 033 03 I© 03
. I S;re.f (Ts) is(to) wherel™is 2 3
(isref(2Ts) is(to) m(ta(k+1))27Ts) 1 00
and ) = 21 1 Cg:
My, 02 02 02 02 02 111
m m 0 0 0 0
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