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Abstract—This paper presents an optimal control strategy
for grid-connected converters with LCL filters. Specifically,
a gradient-based model predictive control (MPC) scheme is
developed to manipulate optimized pulse patterns (OPPs) in
real time such that very low grid current harmonic distortions
are achieved even at switching frequencies close to the filter
resonance frequency. To fully exploit the potential of OPPs—in
terms of their ability to produce very low harmonic distortions—
optimal steady-state reference trajectories are derived based on
the OPP in use. Thanks to this, the proposed MPC scheme
achieves excellent steady-state performance by producing the
optimal output ripple. However, the rigid nature of OPPs may
lead to the underutilization of the converter voltage margin
during transients. To avoid this, a three-phase pulse insertion
strategy is proposed wherein the OPP is locally overwritten
such that the switch positions that can result in a very fast
dynamic performance become available to the controller. The
effectiveness of the proposed control strategy is verified with a
system consisting of a two-level converter connected to the grid
via an LCL filter.

Index Terms—Grid-tied converters, model predictive control
(MPC), optimized pulse patterns (OPPs)

I. INTRODUCTION

Converters connected to the grid have to meet specific har-

monic grid standards and produce (very) low grid current total

demand distortion (TDD). For this reason, they are typically

connected to the grid via LCL filters that can effectively

attenuate harmonics above the filter resonance frequency.

The control problem of the resulting multiple-input multiple-

output (MIMO) system is commonly addressed by multiple

single-input single-output (SISO) control loops designed in

cascade [1]. These different loops, however, tend to interact

with each other in an adverse manner during transients, thus

limiting the controller bandwidth [2]. Moreover, the use of

conventional modulation techniques, such as carrier-based

pulse width modulation (CB-PWM) and space vector mod-

ulation (SVM), can pose further challenges [3]. Specifically,

the switching-to-filter resonance frequency ratio should be rel-

atively high, e.g., at least three, to ensure sufficient bandwidth

of the closed-loop system [4], [5]. This limitation can result in

either an oversized filter, or an increased switching frequency,

and, consequently, power losses.

Therefore, to achieve favorable steady-state and dynamic

performance by means of control and modulation all the

aforementioned challenges have to be considered. A promising

solution is MPC with OPPs, as also shown in [6]. Such a

combination enables the exploitation of the MIMO nature of

MPC that allows for high bandwidth [7], and of the excellent

steady-state performance of OPPs, with which the theoretical

minimum current distortions can be achieved [8], [9]. In this

direction, a method that combines MPC with OPPs—referred

to as gradient-based predictive pulse pattern control (GP3C)—

was proposed for grid-tied converters with LCL filters in [10]

and produced steady-state grid currents with low distortions.

However, [10] assumes sinusoidal references for the controlled

variables, meaning that the optimal ripple introduced by the

OPPs is not considered. This forces the controller to take un-

necessary actions to compensate for the instantaneous control

error. As a result, the system output trajectories deviate from

the optimal ones, thus increasing the harmonic distortions.

Moreover, the use of sinusoidal references in [10] results in

a cumbersome controller tuning process to account for the

relative error among the output variables.

Additionally, the dynamic performance of the system is

altogether neglected in [10]. The inflexible nature of OPPs,

combined with the controller formulation, intrinsically does

not allow for fast dynamic responses [11]. This is because

GP3C is limited to manipulating only the three-phase switch

positions that are locally present in the OPP in a specific

chronological order. Hence, the switch positions that can speed

up the transient response are not always available, which

compromises the dynamic performance of the system. This

problem is especially aggravated when convoluted dynamics

are involved, as is the case with the system in question [12].

Motivated by the above, this work revises the control

method presented in [10] to improve the steady-state perfor-

mance and achieve very fast transient responses. To this aim,

optimal output reference trajectories are designed based on

the OPP in use to ensure very low harmonic distortions in

the grid current, while rendering the controller tuning redun-

dant. Moreover, to achieve superior dynamic performance, the

OPP is locally overwritten during transients by strategically

inserting three-phase pulses that can fully utilize the available

voltage margin. The presented comparisons with linear control
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Fig. 1. Two-level grid-tied converter with an LCL filter.

with SVM demonstrate the benefits of the proposed control

algorithm in steady state, while comparisons with finite control

set MPC (FCS-MPC) [13], [14] show the effectiveness of the

devised three-phase pulse insertion strategy during transients.

II. MODEL OF THE GRID-TIED CONVERTER WITH AN LCL
FILTER

The chosen case study relates to a two-level grid-tied

converter with an LCL filter, as shown in Fig. 1. Assuming

that the dc-link voltage Vdc is fixed, the output converter

voltage in phase x, x ∈ {a, b, c}, can assume the values

−Vdc/2, or Vdc/2, which correspond to the single-phase switch

position ux = −1, or ux = 1, respectively.

As the controller is designed in the stationary orthogonal

(αβ) reference frame, any three-phase variable ξabc ∈ R
3 is

mapped into the αβ-plane through the linear transformation

ξαβ = Kξabc, where ξαβ ∈ R
2 is the variable in the αβ-

plane, and K is the reduced Clarke-transformation matrix.

Therefore, the converter output voltage vconv can be derived

from the three-phase switch position uabc = [ua ub uc]
T ∈

{−1, 1}3 as1

vconv =
Vdc

2
Kuabc . (1)

Considering the equivalent circuit representation of the system

in question (see Fig. 2), the following differential equations

describe its dynamics

diconv

dt
=

1

Xfc

(vc − (Rfc +Rc)iconv +Rcig − vconv) (2a)

dig
dt

=
1

Xgr

(vg − (Rgr +Rc)ig +Rciconv − vc) (2b)

dvc

dt
=

1

Xc

(ig − iconv) (2c)

dvg

dt
= ωg

[
0 −1
1 0

]
vg , (2d)

where the parameters are the converter-side filter reactance

(resistance) Xfc (Rfc), the filter capacitor reactance (resis-

tance) Xc (Rc), and the equivalent reactance and resistance,

Xgr = Xfg +Xg and Rgr = Rfg + Rg , respectively, where

Xfg (Rfg) and Xg (Rg) are the grid-side filter and grid

reactances (resistances), respectively. Finally, ωg is the angular

grid frequency.

1Throughout this paper the subscript αβ is omitted from the variables in
the αβ-plane to simplify the notation. On the other hand, subscript abc is
used to indicate the three-phase quantities.

+
vconv

−

Xfc

Xc

Xfg XgRfc

Rc

Rfg Rgiconv ig

+
vc

−

+
vg

−

+
vPCC

−

Fig. 2. Equivalent circuit of a two-level converter connected to the grid via
an LCL filter in the stationary orthogonal (αβ) reference frame.

Let the three-phase switch position be the system input, the

converter current, filter capacitor voltage, grid current, and grid

voltage the system state, i.e., x = [iTconv iTg vT
c vT

g ]
T ∈ R

8,

and y = [iTconv iTg vT
c ]

T ∈ R
6 the system output. With the

help of (1) and (2), the continuous-time state-space model of

the system is

dx(t)

dt
= Fx(t) +Guabc(t) (3a)

y(t) = Cx(t) , (3b)

where F ∈ R
8×8, G ∈ R

8×3, and C ∈ R
6×8 are the system,

input, and output matrices, respectively, see [10].

Finally, as the controller is designed in the discrete-time

domain, (3) is discretized with the sampling interval Ts. This

yields the discrete-time state-space model of the form [10]

x(k + 1) = Ax(k) +Buabc(k) (4a)

y(k) = Cx(k) , (4b)

where k ∈ N
+ denotes the discrete time step.

III. GP3C WITH IMPROVED STEADY-STATE AND DYNAMIC

BEHAVIOR

To achieve excellent steady-state and dynamic performance,

the GP3C algorithm relies on two key aspects, namely

OPPs [8], [9], and gradient-based MPC [15]. In this paper,

the GP3C algorithm is revised by further exploiting these

two principles. More specifically, optimal output reference

trajectories—derived based on the OPP in use—are utilized to

ensure the best possible steady-state performance. As for the

dynamic performance, a three-phase pulse insertion scheme is

introduced which takes advantage of the predictive nature of

GP3C, guaranteeing very short transient responses.

A. OPPs for Higher-Order Systems

Conventionally, OPPs are computed by solving an opti-

mization problem such that the TDD of the load current is



minimized. This is done while assuming an inductive load,

and by imposing quarter- and half-wave symmetry on the

switching signal. The latter implies that only the d switching

angles (i.e., switching time instants) occurring within the

first quarter of the fundamental period are required to fully

describe the OPP. To make OPPs available for the whole

operating range and a wide range of switching frequencies,

they are computed for the whole range of modulation indices

m ∈ [0, 4/π] and different numbers of switching angles. In

doing so, several OPPs p(d,m) result.

For higher-order systems, such as the system in Fig. 1, how-

ever, the assumption of an inductive load leads to suboptimal

pulse patterns, resulting in increased harmonic distortions. To

avoid this, the more complex dynamics of the system must

be considered in the computation of OPPs. In this paper,

this is achieved by considering the transfer function from the

switching signal harmonics to the grid current harmonics in

the optimization problem [16]. Thereby, optimality—in terms

of the grid current TDD—is retained, and harmonic grid codes,

such as the IEEE 519 standard [17], are fully respected.

B. Optimal Output Reference Trajectories

OPPs provide the theoretically minimum grid current TDD.

Hence, modifying the nominal OPP as little as possible in

a closed-loop setting leads to the best possible steady-state

performance. This implies that the controller reference trajec-

tory yref = [iTconv,ref iTg,ref vT
c,ref]

T should not consider only

the fundamental component of the output variables (i.e., to be

sinusoidal as in [10]), but it should be computed based on the

nominal OPP as this already includes the information about

the optimal harmonic content [18].

To compute the optimal reference trajectory for a single

output ξref, with ξ ∈ {iconv, ig,vc}, both the fundamental

ξ1,ref and optimal harmonic ξh,ref components are required.

The former depends on the operating point (i.e., the active

Pref and reactive Qref power requirements). Thus, it can be

found by analyzing the steady-state behavior of the system in

the rotating (dq) reference plane.

To acquire the latter, harmonic analysis on the OPP uabc(θ)
in use is performed. As a result, the magnitude ûn and phase

φ̂u,n of the nth OPP harmonic can be found, where n = 2κ+1,

κ ∈ N
+. Subsequently, the OPP harmonics are mapped into

the harmonics of the output ξ with the help of the gain

ĝξ,n and phase shift φ̂ξ,n of the system resulted from the

transfer function Gξ(ωgn) = L{ξ}(ωgn)/L{uabc}(ωgn).

Therefore, with the amplitudes of the output harmonics ξ̂n and

phase shifts φ̂u,n and φ̂ξ,n, the time-domain optimal harmonic

content is derived in an offline procedure according to

ξh,ref(θ) =
∑

n=5,7,...,Nmax

ξ̂n sin(nθ + φ̂u,n + φ̂ξ,n) , (5)

where Nmax ∈ N
+ is the maximum harmonic order to

consider. Note that only the differential-mode harmonics

(n = 5, 7, 11, . . . ) are considered in (5) as the common-mode

harmonics do not drive harmonic current.

Finally, the complete optimal reference trajectory ξref is

constructed by superimposing the optimal harmonics (5) on

the fundamental component, i.e.,

ξref = ξ1,ref + ξh,ref . (6)

It is worth noting that the harmonic analysis is performed

offline and the resulting harmonic references are stored in a

lookup table (LUT) for all pairs {d,m}. However, due to the

single- and three-phase symmetry properties of the OPP, the

harmonic references repeat themselves every 60◦. Hence, it

suffices to store the harmonic references for only one sixth of

the fundamental period. The complete steady-state reference is

then constructed in real time when required by the controller.

C. Control Problem

The control objective of GP3C is to regulate the output y

along its optimal reference trajectory yref (see Section III-B)

as fast and as accurately as possible. To this end, the nominal

OPP switching time instants that fall within a prediction

window Tp = NpTs are manipulated in real time, where Np is

the number of prediction horizon time steps. More specifically,

given the vector of z ∈ N
+ nominal OPP switching time

instants that fall within the prediction horizon Tp, i.e.,

tref =
[
t1,ref t2,ref . . . tz,ref

]T
∈ R

z , (7)

GP3C computes the vector of optimally modified switching

time instants

t =
[
t1 t2 . . . tz

]T
∈ R

z , (8)

such that the desired system behavior is achieved. As shown

in [19], the aforementioned control objective is captured in the

objective function

J =

z∑

i=1

‖yref(ti,ref)− y(ti)‖
2
Q

︸ ︷︷ ︸
J1

+λt ‖∆t‖22︸ ︷︷ ︸
J2

. (9)

The term J1 in (9) accounts for the (approximate)

squared rms output error within the prediction hori-

zon Tp. Additionally, a positive definite weighting matrix

Q = diag(I2qiconv
, I2qig , I2qvc

) ∈ R
6×6 is used, where I2 is

the two-dimensional identity matrix. The diagonal entries of

Q, where qiconv
, qig , qvc

> 0, determine the priority among

the different tracking terms. As for the term J2, it models the

deviation of the to-be-computed switching time instants from

their nominal values, i.e., ∆t = tref − t. This term enables

the manipulation of the changes in the nominal switching

time instants of the (offline-computed) OPP by means of the

weighting factor λt > 0.

As can be inferred from (9), the output tracking error is

considered only at the nominal OPP switching time instants.

Therefore, the system output needs to be predicted at these

instants in the horizon. To this aim, the output evolution is

computed within the subintervals

∆tℓ,ref = tℓ+1,ref − tℓ,ref ≪ T1, ℓ ∈ {0, 1, 2, . . . , z−1} , (10)
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where T1 is the fundamental period, and t0,ref ≡ t0 is the

beginning of the prediction horizon. More specifically, with

the knowledge of the current state x(t0) and the three-phase

OPP switch positions, i.e.,

U =
[
uT
abc(t0) uT

abc(t1,ref) . . . uT
abc(tz,ref)

]T
, (11)

the output is predicted at the nominal OPP switching time

instants (7). This is done with the discrete-time state-space

model (4) in an iterative manner, where the system and input

matrices, A and B, respectively, are discretized over the

subinterval ∆tℓ,ref.

The knowledge of the output y(tℓ,ref) at the nominal OPP

switching time instants facilitates the computation of the

output evolution within the subintervals (10) by means of the

corresponding gradients m(tℓ,ref). This yields

m(tℓ,ref) =
dy(tℓ,ref)

dt
≈

y(tℓ+1,ref)− y(tℓ,ref)

∆tℓ,ref

. (12)

The use of a gradient-based prediction model equips GP3C

with high versatility as it enables it to handle non-linear [20]

and higher-order [10] systems since the gradients in (12) do

not directly depend on the prediction model (4).

Subsequently, with the gradients m(tℓ,ref) (12), the objective

function (9) can be written in a vector form

J = ‖r −Mt‖2
Q̃
+ λt‖∆t‖22 , (13)

where vector r ∈ R
6z depends on the reference and measured

values of the output, while the entries of matrix M ∈ R
6z×z

depend on the aforementioned gradients.2 It is important to

note that the dimensions of vectors r, t, and matrix M are

time-varying as they depend on the number z of switching time

instants that fall within the prediction horizon Tp. Finally, the

weighting matrix Q̃ is defined as the block diagonal matrix

Q̃ = diag(Q,Q, . . . ,Q) ∈ R
6z×6z .

D. Control Algorithm

In this section, the GP3C algorithm is discussed. The block

diagram of the control scheme is shown in Fig. 3, while an

2For a detailed derivation of (13) and the structure of r and M the reader
is referred to [10].

Algorithm 1 GP3C with optimal references

Given x(t0), y(t0), uabc(t0), and p(m, d)

0. Extract the three-phase switch positions and corresponding nominal
switching time instants that fall within Tp from p(d,m).
Construct tref and U .

1. Retrieve the harmonic references at time instants tref from a LUT
to generate the output reference trajectory Y ref within the horizon Tp.
Formulate the vector r.

2. Predict the system evolution based on (2) and U over the subintervals
∆tℓ,ref = tℓ+1,ref − tℓ,ref, ℓ ∈ {0, 1, 2, . . . , z − 1}

3. Formulate the gradient matrix M based on the gradients m(tℓ,ref).

4. Formulate and solve the QP (15). This yields t∗.

Return t∗(k) that fall within Tp and modify the OPP accordingly.

algorithmic description is provided in Algorithm 1.

Step 0—OPP Selection: In a preprocessing step, the fun-

damental component of the output reference vector y1,ref,dq

is derived while considering the active and reactive power

references, Pref and Qref, respectively, as explained in Sec-

tion III-B. Subsequently, the resulting fundamental component

of the converter voltage v1,conv,dq is used for the computation

of the required modulation index m, i.e.,

m =
2

Vdc

‖v1,conv,dq‖2 . (14)

Lastly, the number of switching angles d is chosen. This is

done by considering that the switching frequency should be

as high as possible—such that the resulting current distortions

are kept low—while still remaining below a maximum value

fsw,max and close to the filter resonance frequency fres.
3 The

pair {d,m} determines the to-be-used OPP p(d,m).
Step 1—Output Reference Generation: Following, the de-

sired OPP p(d,m) is retrieved from a LUT, and the switch-

ing time instants that fall within the predictions horizon

Tp (see (7)) and corresponding three-phase switch positions

(see (11)) are extracted. Given tref, the harmonic reference

yh,ref is retrieved from a LUT while the fundamental com-

ponent of the reference is acquired by sampling the sinu-

soidal reference y1,ref. With these, the complete reference is

3The interested readers are referred to [6] for more details.



formed according to (6), providing the output reference vector

Y ref(k) = [yT
ref(t1,ref) y

T
ref(t2,ref) . . . yT

ref(tz,ref)]
T .

Step 2—Optimization Problem: In a last step, the reference

vector r is computed based on Y ref and the measured state

x(t0). Moreover, with the help of (4), and based on tref and

U , the output gradients m(tℓ,ref) are computed (see (12)) to

formulate the gradient matrix M .

With the above, the optimization problem

minimize
t∈Rz

‖r −Mt‖2
Q̃
+ λt‖∆t‖2 (15a)

subject to kTs < t1 < t2 < . . . < tz < kTs + Tp (15b)

is solved, yielding the optimal modified switching instants

t∗. Accordingly, only the modified part of the OPP that falls

within the first Ts of Tp is implemented, as per the receding

horizon policy [7].

E. Three-Phase Pulse Insertion

The GP3C algorithm can modify only this part of the OPP

that falls within the prediction horizon Tp. Therefore, the

switch positions that can fully utilize the available voltage

margin may not be available to GP3C. This implies that when

a change in the demanded power occurs longer settling times,

and thus inferior dynamic performance, may result. To address

this, and ensure that very fast transient responses can be

achieved, the nominal OPP is locally overwritten by inserting

additional three-phase switch positions that do not (locally)

exist in the nominal OPP [11]. As this feature relates to the

transient response, it is activated only when the error in the

reactive and/or active power exceeds a predetermined limit.

To find the switch position(s) (or, equivalently, voltage

vector(s)) that can quickly drive the output to its reference,

a simplified system is considered to keep the analysis simple.

More specifically, a converter connected to the grid via the

reactance Xeq = Xfc + Xfg + Xg is assumed, while the

resistors are considered negligible, see Fig. 4. The dynamics

of this system are given by

Xeq

dig

dt
= vg − vconv . (16)

From (16), it can be deduced that the change in the grid current

in one sampling interval Ts is

∆ig =
Ts

Xeq

(vg − vconv) . (17)

The above implies that the required converter voltage that can

quickly reduce the grid current error ∆ig = ig,ref − ig is

vconv,ideal = vg −
Xeq

Ts

(ig,ref − ig) . (18)

However, as the two-level converter can produce only six

discrete active voltage vectors (three-phase switch positions)

vj , j ∈ {1, 2, . . . , 6}, the realizable converter voltage is

vconv, ins = min (‖vj − vconv,ideal‖2) . (19)

However, due to the convoluted system dynamics, and the

simplifications during the derivation of (19), the selected

igXeq

+
vg

−

+
vconv

−

Fig. 4. Equivalent circuit diagram of the simplified system in the stationary
orthogonal (αβ) reference frame.

1

1
a ≡ α

β
b

c

v1 ≡ u1 = [1 − 1 − 1]T

v2 ≡ u2 = [1 1 − 1]Tv3 ≡ u3 = [−1 1 − 1]T

v4 ≡ u4 = [−1 1 1]T

v5 ≡ u5 = [−1 − 1 1]T
v6 ≡ u6 = [1 − 1 1]T

ig

ig,ref

vg

vconv,ideal

Fig. 5. Example selection of the to-be-inserted three-phase pulses. The grid
current vector ig (blue arrow) is lagging behind its reference ig,ref (blue dash-
dotted arrow) by 90◦. The realizable converter voltage vectors vj and the grid
voltage vector vg are shown as red arrows. The required converter voltage
vector vconv,ideal is shown as a purple arrow. The thee-phase switch positions
that will be inserted into the OPP correspond to the converter voltage vectors
shown as green arrows.

voltage vector vconv, ins might not be enough to drive the grid

current to its reference. To account for this, and ensure that

all the desired three-phase switch positions are available to

the controller, the vectors that fall in between vconv, ins and the

grid voltage vector4 are eventually chosen, see Fig. 4.

In a next step, the selected voltage vector(s) are translated

into three-phase switch positions, which are dynamically in-

serted into the OPP that falls within Tp. This is done in an

intuitive manner by exploiting the nature of GP3C. Specif-

ically, the grid current prediction at the previous time step

k − 1 is used to assess if the grid current error convergences

monotonically to zero within the prediction horizon. This

is done by sampling the magnitude of the predicted grid

current error ig,err = ‖ig,ref − ig‖2 with the sampling interval

Tc ≪ Ts, and by subsequently observing its evolution at the

resulting discrete time steps p ∈ N
+, i.e.,

Ig,err =
[
ig,err(p) ig,err(p+ 1) . . . ig,err(p+m)

]T
,
(20)

where m = (Np − 1)Ts/Tc. Consequently, since the goal is

to have a decreasing grid current error, the difference between

every two consecutive current error samples, i.e., entries of

Ig,err, is required to be negative, implying

ig,err(p+ ℓ)− ig,err(p+ ℓ− 1) < 0, ℓ ∈ {1, 2, . . . ,m} . (21)

Hence, the chosen three-phase pulses are added to the OPP

at the time instant tins = kTs + ℓTc of the prediction horizon

4Note that, as per (18), vconv, ins = vg implies a zero grid current error.
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Fig. 6. Example of three-phase pulse insertion. Gradient-based evolution of the α-component of the grid current ig,α at time step (a) k − 1, and (b) k.
The optimal modifications to the nominal OPP (dash-dotted line) are shown with arrows and the added/removed volt-seconds are highlighted. The to-be-
implemented pulse pattern is shown in red while the remaining part of the OPP that falls into the prediction horizon is shown in blue. The modifications
resulting from the three-phase pulse insertion are shown in green.

where condition (21) is violated for the first time. These three-

phase switch positions are inserted into the OPP as pulses

of infinitesimal width. Following, GP3C manipulates them

such that the output tracking error is eliminated. It is worth

mentioning, however, that the inserted three-phase pulses that

are ineffective in one controller iteration, i.e., they are not

used by GP3C, they are removed in the subsequent iteration.

This is done to avoid an excessive number of additional pulses

that would significantly increase the size of the optimization

problem and could potentially lead to chattering.

To better understand the concept of the three-phase pulse

insertion, the following example is provided.

Example 1: Consider the system in Fig. 1 controlled by

GP3C with a three-step horizon (Np = 3). Fig. 6(a) depicts

the nominal OPP, the optimal modifications, and the evolution

of the α-component of the grid current ig,α at time step k−1.

As can be seen, the existing OPP switch positions do not

facilitate the elimination of the grid current error, despite the

control actions of GP3C. Therefore, condition (21) is violated

at time step k, meaning that three-phase pulses of infinitesimal

width are inserted into the nominal OPP. Subsequently, the

GP3C optimization problem (15) is solved, and the (nominal

OPP and inserted) switching time instants are modified in

an optimal manner. As can be seen from Fig. 6(b), pulse

[−1 − 1 1]T is preferred out of all the inserted three-phase

pulses, i.e., it is widened to eliminate the grid current reference

tracking error. On the other hand, the unused inserted pulses

are removed. As a result of the insertion, the controller can

quickly drive ig,α towards its reference.

IV. PERFORMANCE EVALUATION

This section assesses the performance of GP3C with the

system shown in Fig. 1. The rated values and parameters of the

system are provided in Tables I and II, respectively. The filter

parameters result in a resonance frequency of fres = 892Hz.

As for the controller parameters, the sampling interval is Ts =
50µs and Np = 10. The weighting matrix Q is chosen as the

identity matrix, while λt = 1 · 106. A two-level OPP with a

TABLE I
RATED VALUES OF THE SYSTEM

Parameter Symbol SI value

Voltage VR 400V

Current IR 18 A

Power PR 12.5 kVA

Grid frequency fR 50Hz

TABLE II
SYSTEM PARAMETERS

Subject Parameter Symbol p.u. value

LCL filter Converter-side resistance Rfc 7.7942 · 10−3

Grid-side resistance Rfg 5.4559 · 10−3

Capacitor resistance Rc 0.0624 · 10−3

Converter-side reactance Xfc 0.1616

Grid-side reactance Xfg 0.1469

Capacitor reactance Xc 28.1930

Grid Grid resistance Rg 0.0071

Grid reactance Xg 0.0490

Converter Dc-link voltage Vdc 1.9902

number of switching angles d = 15 is used such that the device

switching frequency is fsw = 1550Hz, and the modulation

index is m = 1.042 at nominal operating conditions. Finally,

all results are shown in the per unit (p.u.) system.

The steady-state performance of the proposed GP3C scheme

is shown in Fig. 7 for operation at nominal conditions

(Pref = 1 p.u. and Qref = 0 p.u.). As can be seen, the active and

reactive power references are successfully tracked. Moreover,

thanks to the optimal reference trajectories, the controller does

not take unnecessary actions at steady-state operation, meaning

that the applied switching pattern deviates from the nominal

OPP as little as possible. As a result, the grid current TDD is

only 0.33%, i.e., very close to that produced by the nominal

OPP. Moreover, the current harmonics are located at odd,

non-triplen integer multiples of the fundamental frequency,

see Fig. 7(e), thus supporting adherence to harmonic grid

standards, such as the IEEE 519 standard.

To better elucidate the superior steady-state performance

of the proposed controller, Fig. 8 compares the grid current

TDD that results from conventional linear control with SVM,
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Fig. 7. Simulation results of GP3C with optimal output reference trajectories during steady-state operation and unity power factor (fsw = 1550Hz).
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Fig. 8. Grid current TDD for GP3C with optimal and sinusoidal reference
trajectories, and linear control with SVM.

GP3C with sinusoidal references [10], and the improved GP3C

scheme proposed in this work over a range of switching

frequencies. As can be seen, the proposed controller not only

produces the lowest grid current TDD over the whole range

of examined switching frequencies, but it is also at least three

and five times, respectively, lower than that of GP3C from [10]

and linear control with SVM.

Finally, the transient performance of the system is shown

in Fig. 9, where Pref is stepped up from 0 to 1 p.u. and

Qref is stepped down from 1 to 0 p.u. at t = 2ms. Therein,

the dynamic behavior of the proposed controller is compared

with that of GP3C without three-phase pulse insertion and

FCS-MPC [13]. As can be seen in Figs. 9(a) and 9(b),

the three-phase pulse insertion can drastically speed up the

response time of GP3C and reduce the oscillations. Inserted

pulses can be identified, e.g., in phase a around t = 4ms,

where the switch position ua = 1 is inserted. It is worth

mentioning that the additional pulses only marginally increase

the switching frequency, while chattering is avoided altogether.

More interestingly, thanks to the pulse insertion, GP3C can

achieve settling times on par with FCS-MPC, see Fig. 9(c).

The latter being a direct—and thus very aggressive—control

method, can achieve the fastest possible transient responses.

Thus, the presented results clearly demonstrate the excellent

dynamic performance of the proposed GP3C scheme.

V. CONCLUSIONS

This work improved the steady-state and dynamic behavior

of the GP3C algorithm presented in [10]. To achieve the

former, optimal reference trajectories are derived for the

controlled variables by performing harmonic analysis on the

OPP in use. By using these trajectories in the GP3C setting,

unnecessary control actions are avoided since the optimal out-

put ripple is already accounted for. Thereby, excellent steady-

state performance is achieved, resulting in a grid current TDD

very close to its theoretically minimum value. As for the latter,

a three-phase pulse insertion strategy is employed to locally

overwrite the OPP during transients by strategically adding

pulses to the OPP. In doing do, the available voltage margin

is fully utilized, while chattering is avoided. Consequently,

this mechanism enables GP3C to achieve very fast transient

responses, comparable to those of FCS-MPC, as shown with

the presented results.
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